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1 Introduction

1.1 Conclusions of exploratory data analysis

1.2 Large Language Models

LLMs [I] are a type of model architecture that both takes input and generates output in
natural language. They can take in unstructured data in prose, or any sort of structured
data that can be expressed somehow in prose - keeping the structure or not. They are
built via a training process, where they "read” a typically massive corpus of existing
text in order to learn the patterns that natural language is built upon. Then, the trained
model can be accessed in a stage called inference, where the model applies what it’s learnt
to a potentially new piece of prose. The model continues the piece of prose, repeatedly
predicting what word is most likely to come nextEl. This behaviour can be adapted to

create a chat interface which can be seen in many places online - for example, with
ChatGPT.

IThe input to the LLM, which it adds text onto, is called the prompt. When adapted to be in a chat
interface, we refer to the input, for example a question, as the prompt and the output of the model is
called the response.




1.2.1 Relevance to the task
LLMs are uniquely suited to recommendation tasks.

Firstly, they excel at pattern identification. This extends to patterns in people’s interests
and purchasing habits, even if those patterns are complex. If a user has already purchased
a belt, a basic model may recommend another belt - whereas an LLM could understand
that since a belt has been purchased already, the customer is more likely to prefer a pair
of trousers to accompany the belt. This can be seen as implicit feature engineering, since
there is no required manual work to find these patterns ourselves. The LLM is relied upon
to find these relationships.

Next, LLMs can handle natural language and unstructured data. When describing a
product, information does not need to fit into any predefined category - if one product
innately has different properties from another (for example, the buckle type of a belt not
fitting into the properties of a pair of trousers), the extra information can be provided to
the LLM without changing the structure of other products’ descriptions. This is in stark
contrast to traditional machine learning architectures.

LLMs handle missing data well [2] - if we don’t yet know the age or gender of a customer
but do have their purchase history, we can nevertheless make a prediction. The natural
language input permits us to leave parts blank, or to state the lack of knowledge with a
word like 'null” or 'unknown’. While this prediction would assuredly be of a lower quality,
this is in stark contradiction to other architectures which would suffer from a significantly
worse drop in quality, or would not be able to make a prediction at all.

Lastly, LLMs can address the cold-start problem in new ways. The cold-start problem
is one specific to recommendation systems - how do you recommend a product to a
person with entirely new characteristics, for example if they’'re shopping from a country
with no data so far? An LLM would be able to generalise to similar countries, such
as the USA to Canada. Furthermore, the cold-start problem is two-fold - how can a
product be recommended if it is a new product and has no previous purchases? Here, a
continuously updating LLM would be able to understand the characteristics of the new
product, and its typical consumer base. This is a benefit that won’t be explored in this
paper - continuous, in-production fine-tuning would be required, which is computationally
expensive and time-consuming.

1.3 The need for fine-tuning

A model without any fine-tuning process will generate output in prose. This is ideal for
creative writing, or for providing the answer to a question, but falls short here. We want
the model to output a SKUE], and nothing else. A model which outputs large amounts
of text along with a SKU is computationally inefficient - LLMs are more expensive to
run than standard recommendation systems, so the cost must be controlled as much as
possible.

In essence, fine-tuning takes a well-trained generalist, and transforms the model into one
which is especially skilled at one specific skill that we need it to excel at.

When a base model (one which has not been fine-tuned) is prompted to predict what

2SKU: Stock Keeping Unit, a unique identifier assigned to each product sold by the retailer



product a customer is most likely to purchase, it won’t have any knowledge of products
outside of ones that are in the prompt. This restricts the universe of potential products,
and if there are no products in the prompt, then it won’t even know the structure of the
SKU and so will not be able to give even a single valid prediction.

Firstly, fine-tuning teaches the model the structure of the SKUs, as well as how we expect
a response from it. This means we don’t have to do any sort of regular expression that
plucks the prediction out of a piece of prose - instead the model will output the SKU on its
own. Secondly, during the fine-tuning process the model learns the underlying patterns
of consumer behaviour present in the model - base models are trained on large corpora
of text, but will have no domain-specific knowledge of Burberry’s customer’s shopping
habits. The extent to which this learning process exists is an open question, and one
which will be explored later on.

It may be beneficial to train an LLM from scratch on the Burberry data, but we do not
explore that for a few reasons. Firstly, training an LLM requires massive amounts of data,
in the range of terabytes. The base model we will use was trained on 15 trillion tokens|[3],
or approximately 60 terabytes of data. The training process also requires millions of
GPU hours to complete. Next, the generalist side of an LLM isn’t something we want to
lose - this general knowledge inside the model will give it a sense of fashion preferences,
seasonality and more. Losing this knowledge would hurt performance.

1.3.1 Owur base model

A fine-tuning process modifies a base model - here, we use the Llama 3.1 8B Instruct
model as our base model, released in July of 2023. The 8B refers to the number of
parameters inside the model, 8 billion. This is large enough to give a decent quality
of prediction, while small enough to be fine-tunable on the Databricks platform. The
'Instruct’ keyword tells us that the model is already fine-tuned by Meta Al for out-of-the-
box improved performance on instruction tasks. From here on, we refer to this Llama 3.1
8B Instruct model as the base model.

1.4 Comparing LLMs to traditional recommendation models
Currently, there are several architectures used to create recommendation models.

The most naive is collaborative filtering (CF) [4]. In brief, CF methods follow two ap-
proaches; user-based and item-based. A user-based CF model will first find other users
similar to the target user, in order to recommend the target user items purchased by
those other users. Item-based CF models find items most similar to previously purchased
items, in order to recommend those items. However, CF approaches tend to struggle in
sparse datasets (few interactions per user or product), such as luxury goods, where pur-
chase frequency is low. Traditional CF approaches also force a choice between looking at
similar customer characteristics, or alternatively previously purchased items - you can’t
have both [5][6]. There are approaches that combine both, but typically require extensive
feature engineering - a significant difference compared to LLMs, which require almost no
feature engineering at all.

More advanced deep learning models have become more prevelant recently [7] for recom-
mendation models, with technques including Multilayer Perceptrons, Sequential Neural
Networks and Recurrent Neural Networks. Deep learning architectures see improvements



over CF approaches in terms of their sequence modelling (for example, implicitly un-
derstanding the nature of a purchase history) and their ability to handle more complex
relationships. Like LLMs, they require a lot of data for training.

Transformers have previously been used for recommendation models using the BERT4Rec
architecture [8], but this is limited in only predicting the next product via previously
purchased products. Using an LLM allows for more information to be fed into the model
- not only the previously purchased products, but other customer characteristics like their
age and gender.

1.5 Downsides to using LLMs

LLMs, during inference, do not update any parameters. This means that any trends
prevelant in the training dataset will maintain for as long as that specific model is in
use. In the context of fashion, an ever-changing landscape, a clear process would be to
be constantly retraining and updating the model. While fine-tuning is a comparatively
cheap process compared to initial model training, continuous fine-tuning could become
expensive.

Secondly, using only customer and transaction data ignores a large part of the fashion
landscape. For example, celebrity endorsements could shift consumer behaviour in a
way that the model cannot adjust for. However, this isn’'t a loss against other existing
recommendation model architectures as none of them can account for similar external
factors either. Furthermore, LLMs would be most suited to be extended to account for
such factors, via an adjusted prompt that included data from social platforms.

Next, inference costs are more significant compared to traditional models. For the business
use case, using an LLM-based recommender system must be profitable. At a glance, this
is simple - the extra profits from the extra sales must be greater than the total cost
of inference. However, this is exceedingly hard to quantify. Even if we recommend to a
customer the product they are most likely to purchase next, there is no guarantee that they
will purchase it - many customers know what they want before purchasinﬁf]. Then, the
question becomes one of probabilities. If a model has a 90% accuracy when recommending
a product with £1 profit margins, but a 10% accuracy when recommending a product with
£100 profit margins, the most profitable route would be to overwhelmingly recommend
the more profitable product even though it will be purchased less. Inference costs being
larger for LLMs will exacerbate this problem, as the cost of getting the recommendation
wrong will be seen on the bottom line.

2 Background

Transformers are a type of neural network [10] that builds upon previous neural network
architectures. Previous state of the art models were recurrent neural networks (long short-

3Studies [9] suggest that 40% of spending in e-commerce is from impulse purchases, a type of spending
which recommendation models target. However, this isn’t specifically for luxury fashion, which has much
higher prices than alternative stores and so it would be reasonable to assume that the true value would
be less than 40% in our case given that people would be more likely to purchase a cheaper product when
unplanned.



term memory and gated recurrent neural networks), which the transformer improvesﬁ
upon by removing the recurrent nature, and replacing it entirely with the self-attention
mechanism.

2.1 Limitations of previous architectures

Recurrent Neural Network based architectures suffered from two major problems [12].
Firstly, tokens were processed sequentially, meaning each token in a sentence was pro-
cessed one after the other. This made training slow, and didn’t allow for the efficiency
allowed by modern GPUs. The sequential nature also limited their understanding of con-
text - long sentences would struggle to be understood by the model. The second problem
is to do with their backpropagation implementation where gradients are multiplied over
many steps during training, leading to either vanishing gradients (gradients so small that
the network cannot learn long range dependencies) or exploding gradients (gradients so
large that the network becomes unstable).

2.2 The transformer model
A transformer is made up three parts;
e an attention mechanism,
e a normalisation component,
e and a feed-forward network.
Modern LLMs are made up of many transformer blocks, one after each other.

The high level description given earlier, that at it’s core a transformer works by predicting
what word is most likely to come next, remains mostly true. The following descriptions
build up the transformer model in more detail.

2.2.1 Tokens & token embeddings

Firstly, a transformer does not just predict what word is most likely to come next. Trans-
formers have a vocabulary made up of tokens, rather than words. Sometimes these tokens
are words, sometimes they are not. The models in Vaswani et al. (2017) had a vocabulary
made up of 32,000 tokens for the English-French translation task, whereas our Llama base
model has a vocabulary made up of 128,000 tokens [I3] handling eight languages.

As an example, take the sentence: ”Using tokenisation, we convert text into smaller sub-
words for the model to process”, which could be tokenised as: "Using’, ’_token’, ’isation’,
L we’ , '_sub’, 'words’, ’_for’, '_the’, ’_model’,

Y

J, Towe’, "_convert’, ’_text’, ’_into’, '_small’, ’er
"_to’, '_process’, where the _ represents a space before the word. Tokenisation makes the
model more efficient since it doesn’t need to understand the meaning of every possible
suffix and prefix of a word. Furthermore, it allows the model to generalise to unseen
words, by breaking them down into what it can work out as root words, prefixes and
suffixes.

4When we say a model ‘improves’, we are referring to it’s performance improving on common bench-
marks such as MMLU [I1].



Given the token vocabulary, each token is expressed as a vector - called the embedding.
Early approaches used static embeddings from a technique such as Word2vec [14]. Modern
approaches treat these embeddings as something else that can be learned by the trans-
former. Firstly, using Byte-Pair Encoding [15], tokens are continuously assigned based on
the most popular patterns in the training corpus, until there are as many tokens as the
vocabulary size allows for. This process minimises the average amount of tokens to cover
the average piece of text, since more popular but longer patterns are prioritised for token
allocation over shorter but less popular patterns. Once the tokens have been defined,
embeddings are created, a vector of length D = 4096 for our base model. Initially, these
are randomly generated, with values drawn from a Gaussian distribution.

During the training process, tokens are adjusted to reflect the semantic meaning of each
token. The motivation behind having a high embedding dimension D is to let the model
learn meaning in as many different ways as possible. For example, for one dimension to
express gender. We can see that with the following diagram from [16], a quick explanation
of work done in this paper [17].

Wyueen
= W, in Winan +W'u.'rm;_rtf7

Weporman

Winan

Figure 1: Explaining embeddings

Here we see a 'slice’” of the D-dimensional embedding space. The four labels Whing, Woueen,
Winan and Wiyoman show how the learned token embeddings for the words could differ.
We see the vector of Wiing — Winan = Waueen — Waoman- This is like saying, "man is to
king how woman is to queen”. These token embeddings are all stored in the embedding
matrix, a V' x D matrix, for token vocabulary size V.

Skipping over how the parameters (the actual numbers) in the embedding matrix are
found, we can discuss positional encoding. Positional encoding is how the model under-
stands which word comes after which - how it knows that ”the wolf chases the sheep”
and "the sheep chases the wolf” are two different sentences. In other neural network
architectures like recurrent or convolutional neural networks, the recurring or convoluting
nature of the network means this is unnecessary. Transformers have no such aspect, so
there is a different mechanism to allow the model to understand the positions tokens take
in sentences.

2.2.2 Positional encoding

Positional encoding occurs once the input has been tokenised, but before it is passed into
the transformer layers. Vaswani et al. (2017) used relative positional encoding. First map



each position in the in the input sequence to a D-dimensional vector ﬂ call it PE, then
add this vector onto the token embeddings before passing it into the transformer.

In this implementation of positional encoding, sinusoidal waves are used to capture the
dependencies that words in a sentence have amongst each other. For each token at position
p and each embedding dimension i, we calculate the PE matrix as

. p

PEpai = sin (1000022‘/D> ’
p

PEipain = <05 (50075 -

Then the final input to the transformer is the sum

Final Input = Token Embedding + PFE.

This isn’t a perfect solution, and the Llama models find improvements by using rotary
positional encoding [18] as a method to improve the model. A brief explanation on this
technique follows.

2.2.3 Attention

The attention mechanism [19], and more specifically self-attention, is a key breakthrough
made by the transformer architecture. Instead of only using token embeddings to convey
meaning, attention allows the transformer to understand the semantic meaning of each
word in a sentence. For example, the word bright can have multiple meanings, referring
to light levels or smarts. It’s very clear to the human reader that the word ”bright” has
two different meanings - nevertheless, both would fall under the same token, with the
same embedding.

This is our motivation for attention, a process which allows the transformer to understand
the semantic meaning of each word in the sentence, rather than each word on it’s own.
It applies transformations to the embedding of each token, based on the words and the
positions of the words around it.

Terminology: Given two tokens A and B, if A ’attends to’ B, some of the semantic
meaning of A is imbued in B. For example in the sentence ’the lazy dog’, ’lazy’ could
attend to ’dog’, such that the embedding of ’dog” would be transformed in such a way
that the model would understand it to be more lazy. Keys, queries and values: at a high
level, queries can be seen as questions that one token asks other tokens. Keys are how
the other tokens say they have a relevant answer, and values are the answers given if the
keys and queries match.

In practice, our base model has 32 transformer layers, and 32 heads of attention (this is
called multi-headed attention). Different heads of attention can be parallelised, such that
if we understand one layer, we can conceptually understand all the other heads operating
in parallel at each layer. Self-attention is called as such because it operates entirely
within one sequence of tokens, with tokens attending to each other. Other architectures
may use cross-attention [20], which is more applicable for translation and so not discussed
here.

5The positional encoding vector needs to be D-dimensional because it has to be added to the embed-
ding vectors. If they aren’t the same length, we can’t do element-wise addition.
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Self-attention takes an embedding matrix X of shape n x D, for an input sequence of
length n. Initially, this embedding matrix will just be the concatenated input sequence
[#1, o, ..., T, where x; € R is the raw input token cast to it’s embedding vector. Recall
that D represents the dimension of each embedding vector, 4096 for our base model.

To calculate queries @), keys K and values V', we apply three linear transformations to
the input X
Q=XWy, K=XWgk, V=XWy,

where each of Wg, Wi, Wy are learned during the training phase, and are of shape D x dy,
where dy, is typically set to D/h, for h the number of heads at each layer. For our base
model, we find dj, = 4096/32 = 128.

Each token now has it’s own query, key and value vector that define how it interacts with
other tokens?|

Now calculate attention scores S, which determine how much focus each token should
give to others. This is done by computing the dot product of queries and keys,

S =QK".

Geometrically, this makes sense given our intuition of queries as representing what a
token is searching for, and keys as representing what information is available in another
token. Then the dot product measures alignment between the two vectors - so a larger dot
product would mean the directions are more similar, meaning the query and key match
better.

Then scale S for numerical stability at the next stage, giving

g _ .5 _QKT
scaled — \/d_k - \/d_k .

Here see that Sscqreq;; must measure how how relevant token j is to token ¢ - i.e., how
much token j should attend to token i. For brevity of notation, we refer to Sgcqeq as S
from here.

We want to get a probability distribution for the scores, but S will have arbitrary magni-
tude - so we apply the softmax function to normalise the attention scores into probabilities.
Below is a graph of the softmax function - note it’s sigmoid-like shape.

50ur base model uses a slightly modified version of this to significantly reduce inference memory
overhead by grouping keys and queries, using a technique known as grouped-query attention [2I]. The
overall intuition and theory remains the same, so we won’t discuss it further.



Figure 2: Softmax Function

We compute the attention matrix A using

_ eXp(Sij)
> k1 €xp(Sij)’

recalling that n represents the length of the input sequenceﬂ

A;; = softmax(.S;;)

This normalises the attention scores so they form a probability distribution summing to
1 over each row, i.e.,
n
j=1

Now, the attention matrix represents a normalised value of how much token j should
attend to token i.

A key point here for the generative nature of modern LLMs is that we don’t want later
tokens to attend to earlier tokens - this is crucial for the auto-regressive nature. To
achieve this, we set every value in S below the diagonal to be —oo, such that they receive
an attention score of 0 once softmax is applied. We could apply this after the softmax, but
then the columns wouldn’t sum to 0, therefore wouldn’t form a probability distribution.
Setting these values to 0 is a process called masked self-attention.

There are some alternatives to using softmax, but both fall short. We could use a sigmoid
function, but this wouldn’t result in a probability distribution. Or, we could use a hard-
max, an argmax like solution. However, this wouldn’t be differentiable which is necessary
for the gradient descent techniques used in the learning process discussed later.

“Llama models leverage modern GPUs effectively by calculating the attention matrix using FlashAt-
tention [22], which describes itself as an IO-aware method. It uses tiling and recomputation avoidance
to reduce the count of memory read/writes. The exact implementation of this is more of a hardware
discussion, so will not be discussed further.



Now that we have the attention matrix, we can incorporate the value matrix V' to find
the output matrix O, by doing
O =AV.

We can think of the attention matrix at this point as weighting the value matrix, so that
the meaning it adds to token 7 from token j is respective of how strong token j attends
to token 1.

At this stage, O represents each token along with extra context added by the attention
mechanism. From here, we want to pass it through one more transformation, such that
the output matrix is the same dimension as the input matrix, and compatible with the
next layer. This uses another learned weight matrix, the projection matrix, Wy, by

O' = OWp,

where Wy has shape dy x D, the same dimensions as the input. Aside from getting back
into the same space as the input, the re-projection into the higher D-dimensional space
allows more complex ideas to be added to the input embedding matrix.

So far, we’ve discussed a single head of attention, and up to now can imagine that all the
h heads have been operating in parallel. It’s at this point where they all come together.
First of all, it’s important to state that each head has it’s own query, key and value
matrices. The output matrix, Wy, is the same between each.

For each head i € {1,2,...,h}, we will therefore have O = A®V ) each being the
output, attention and value matrices computed by each head. We now concatenate them
to produce the final output matrix of that attention layer, doing

0= concat(O(l), 09, .., O(h)).

In practice, this is also where we’d do the multiplication by the projection matrix Wy
(rather than before combining the heads), i.e.,

O’ = concat(0V, 0@ ... OMYW,,.

Going back to multi-headed attention, the motivation for using more than one head is
to capture different aspects of the input embedding matrix simultaneously. For example,
take the prompt "The scientist walked into the laboratory and picked up the...”. We
could imagine one head focusing on the last few words, determining that it’s most likely
to be a noun next. Another could focus on more longer range dependencies, adding on
that whatever comes next should be scientific.

Finally, we add the output matrix O’ onto the input matrix X, effectively adding on the
context found. This gives us O as so:

O=0+X.

We refer to O as the residual connection output, because it adds in a residual connection
O’ onto the original input matrix. This technique was introduced in [23] for computer
vision, but have become standard for transformers. It brings several gains over passing
on just the output matrix, for several reasons. One significant benefit is that it improves
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gradient flow during training - if a transformer layer isn’t learning anything useful, it lets
future layers just fall back on the input matrix X.

Rotary positional encoding

Rotary positional encoding (RoPE) achieves the positional encoding goals by rotating
the key and query vectors for each token in such a way that if two tokens are the same
distance away from each other in different contexts, they will be rotated by the same
value in both scenarios. Rather than adding on fixed positional encodings, the positional
information is added within the attention mechanism itself. This also allows the model to
generalise to longer sequences. One of the larger arguments for why RoPE improves upon
previous methods is that it "helps to decay attention coefficients as the relative distance
grows” [24], meaning that on average as the distance between tokens grows, the attention
from the earlier to the later token will decrease - which is what we’d expect from natural
language.

However, recent work in mechanistic interpretability finds evidence contrary to these
claims [24], suggesting that we don’t really understand how RoPE finds the empirical
model improvements that it does - and potentially that there could be better ways of
performing the positional encoding.

2.2.4 Normalisation

During the training process, models tend to see internal covariate shift - the process
whereby changing parameters via backpropagation causes the distribution of the output
embedding matrices at each step will affect subsequent layers, as the meaning of their
inputs would be different to what they’d ’expect’. Some transformer architectures (like
the original transformers paper, Vaswani et al. (2017)) solve this using layer normalisation
(LayerNorm) [25], which ”can substantially reduce the training time”.

LayerNorm here would be normalising the output matrix, but the Llama family achieves
the same goals in a slightly different way. Rather than operating on the residual connection
output after the attention mechanism, Llama models use RMSNorm [26], which instead
operates before the attention mechansim.

Pre-normalisation, and the use of RMSNorm, allows error gradient to flow directly throw
each transfomer layer, without having to go through the normalisation processes. Em-
pirically, significant training speed increases are found with this pre-normalisation set-up
[27].

LayerNorm achieves it’s goals in two ways:

e "re-centering invariance, which makes the model insensitive to shift noises in inputs
and weights.”

e "re-scaling invariance, which preserves output representations when inputs and
weights are randomly scaled.” [28]

The RMSNorm [26] authors find that by only doing the re-scaling of the invariance, little
is lost, and that RMSNorm is "similarly or more effective” than LayerNorm.

11



Given each token embedding x;, the RNSNorm equation is:

Z;

D )
\/% Zj:l x?j te

where 7y is a learnable parameter. Note that ® denotes the Hadamard product (element-
wise matrix multiplication).

RMSNorm(z;) = v ®

This normalisation achieves the goal of avoiding the problem of internal covariate shift,
avoiding unnecessary computation from LayerNorm.

2.2.5 Feed-forward networks

Once the attention process has enriched the embedding matrix with context from other
tokens, the feed-forward network adds a non-linear aspect. This is motivated simply by
the knowledge that speech and ideas are fundamentally complex and non-linear.

The feed-forward network (FFN) is the last part of the transformer block. It consists of
three parts;

e a linear transformation,
e a non-linear activation function,
e another linear transformation.

We can take a rough understanding of how a feed-forward network works by thinking of
single hidden layer in a multi-layer perceptrons (MLP), with a few important differences.
While both use a similar activation function and have very simlar mathematical structure,
an MLP operates on all inputs at once, compared to the FFN in which each token is
processed independently - there’s no mixing of information between tokens.

Significant literature has been written on the idea that how we train and run inference on
perceptron models, and neural networks in general, may actually be how our own neurons
operate [29][30][31]. This is encouraging! Our intuition about how these models work,
and how to improve them, could very well be accurate to how our brains work, and how
we really think ourselves.

The FFNs used by the Llama family are slightly different to vanilla transformer models.
Llama models use a gated variant of the FFN known as SwiGLU [32], with the motivation
that multiplicative interactions (via the gate) can improve expressiveness and depth of
ideas more than just summative effects. Empirically, these gates are found to improve
performance more than just increasing the number of transformer blocks [32].

For each vector z € RP of the embedding matrix, the FEN performs the following.
1. Firstly, two linear projections of x into a higher dimensional space dys¢, in Llama
dir =4D
hact = xWact + bact7 hgate = ngate + bgatea where hact7 hgate € Rdff-

This projection into a higher dimensional space also allows the model to under-
stand more complex ideas, and the model is made more effective as a result. This
projection was made a standard by Vaswani et al. (2017).

12



2. Now we use the gating mechanic, doing

h = 0(hget) © hgate, Where o is the SiILU activation function.

3. Having achieved our goal of non-linearity, we now want to project the 2 matrix back
down to the original dimension, doing

FEN(x) = hWs + bs.

Note that W, Wyate, Wo are all learned weighting matrices, and by, byate, b2 are learned
bias vectors. They are unique to each block, but each token in the block passes through
the same ones.

In step 2, the use of the SiLU function (and the gating mechanism) is a key difference
between the Llama family and other models. In the original transformers paper, they use
the ReLU function, where ReLLU(z) = max(0,x). In contrast,

1
SiLU = z - sigmoid(z) = :
i x - sigmoid(z) = z (1 m 61)

Plotting the two activation functions, we can see that they are very similar.

45| |=——SiLU
—ReLU

%k

Figure 3: SiLU vs ReLLU

From this comparison, we can see how ReLU has a kink at 0, where the SiLU function is
smooth, and differentiable throughout. It’s thought that this lack of kink is specifically
what leads to improvements in effectiveness over ReLLU, since ReLU neurons can some-
times get ’stuck’ at 0 and never change, in what’s known as the Dying ReLLU problem

133][34].

13



2.3 Auto-regressive token generation

Transformer blocks can be chained together, with the output of each FFN layer flowing
into the attention layer of the next block repeatedly. Our base model has 32 blocks
[13].

How the next token is generated involves a cast back to the token vocabulary space, before
sampling from a probability distribution.

Once the embedding matrix has passed through all L = 32 transformer blocks, we obtain
a matrix H € R™?_ where each row h; € R is the enriched embedding for token i. We
use H for the word hidden, as up until this point, how exactly the tokens are enriched
with context is hidden in both the input and output. To convert these hidden states into
a probability distribution over the next token n, we project h,, (i.e., the vector containing
all the information about the n’th token) into a vector z, of length V' vocabulary size.
This means:

Zp = hnWUOC € Rva

where W, is another learned weight matrix. Like previous steps, we need to now nor-
malise the z, vector (called the logits vector) into a probability distribution over all V'
possible tokens, as so:

exp ((2n);)

i1 exp ((20)i)

P(xy11 = j|hy) = softmax(z,); =

Given this probability distribution, there are two dominant approaches to predicting the
next token.

1. Greedy decoding - pick the token with the highest probability.

2. Sampling-based decoding - draw a token from the probability distribution, re-
specting the calculated weights.

Sampling-based decoding is useful if you want some creativity, for example in image
generation. It allows for more variety and creativity.

For our case however, we will use greedy decoding. We always want to pick the top token,
which would be the SKU it calculates to have the highest probability - the product which
is most likely to be purchased. If we wanted k > 1 predictions, we could take the k tokens
with the highest probability.

Once we've taken the next token, we can compute the token at index n + 1,n + 2 by
feeding the whole sequence back into the model and rerunning it. Modern models like
our base Llama models improve on efficiency by caching keys and values [35], to save on
recomputing of all matrices at each step.

2.4 Backpropagation

Training an LLM uses backpropagation, a method which has been used to train deep neu-
ral networks long before transformers [36]. Backpropagation requires a training dataset,
here a large corpus of text, to set the values of all of the weight matrices and bias vectors
seen so far. This includes in the attention layers and FFNs, and others that don’t fit into
either of these such as the W, we just saw in the token generation stage.
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Backpropagation consists of two passes, the forward pass and backward pass. Initially,
parameters in the weight matrices are set randomly, taken from either a Xavier distribu-
tion [37] or a Kaiming distribution [23]. All bias vectors are set to 0, in order to prevent
initialising the model with incorrect bias in early training stages. In the normalisation
components, scale parameters are set to 1.

A requirement of backpropagation in any network is a loss function, for which transformers
use cross-entropy loss [38]. It’s a measure of how different two probability distributions
are.

Given a predicted probability distribution g, where g; ; encodes the predicted probability
of token i at position j, and y the one-hot encoded true distribution for token i (one for
the correct token, 0 otherwise), we compute the cross entropy loss L as

1 N VvV
L= > D vislog(dis),

i=1 j=1

with N the number of training samples in the batch and V' remaining the vocabulary
size.

Once we have the cross entropy loss, we want to perform gradient descent. We can imagine
the loss function as a hyperplane in a high dimensional space, which is our motivation for
moving ’downhill’; such that after many iterations we find ourselves in a local minimum.
Finding a global minimum is a much harder problem, but not an important one in the
context of transformers as the local minimums will tend to exist in a band of similar
values [39], so finding a local minimum will be almost just as good as finding a global
minimumf]

To compute our gradient descent, we take the cross-entropy loss for one token on its
own:

1%
L=- y;log(f),
j=1

again where y; is the one-hot encoded ground truth, so only that term is non-zero.

We want to compute the gradient of the loss with respect to the logits z;, i.e., %. Recalling
that the token probability distribution g; is found via softmax’ing the raw logits, we need
first to differentiate the softmax function, finding

99 _ Ju(1—g;) ifj=k,
Now we differentiate the cross-entropy loss, finding very neatly that

a£ -

8_2]‘ =Y — Y-

This makes things very simple - the gradient of the loss with respect to the logits is just
the difference between the softmax output and one-hot encoded ground truth.

8The cited paper also finds that a global minimum leads to over-fitting of training data, so a local
minimum could in fact be preferable.
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Backpropagation then involves going backwards through all the transformer layers. We
use the chain rule to find that
oL oL 0z

oW Dz, W’
Given the gradients for each weight matrix W with respect to loss, we can find the
steepest direction at the current point in the hyperplane by finding the vector with the
largest gradient. We then adjust the weights so that we move in the opposite direction to
that steepest direction, taking us in the direction with the most gradient descent (hence
the name of the algorithm).

As to the exact updates to the weight matrices at each step is beyond the requirements
of this section. The Llama models use the AdamW optimiser [40], which is the standard
optimiser for large transformer models. It incorporates adaptive learning rates per pa-
rameter, helping to train large models efficiently, as well as taking ideas from momentum
in stochastic gradient descent.

Llama models also leverage stochastic optimisation techniqued’| to avoid calculating the
loss function over the entire training dataset - the intuition comes from the central limit
theorem, in that the loss function over a small subset of the training dataset will be close
enough to the one over the entire dataset. As a result, the training process takes more
steps to converge, but each step is significantly faster.

2.5 Fine-tuning

Given a pre-trained transformer model, we are motivated to improve at one specific skill.
In our case, this is to predict the product someone is most likely to purchase. Methods in-
volve either adjusting existing weights, or inserting and training new layers. By doing this,
we may expect it’s performance to degrade in other benchmarks, however for significantly
improved performance at our specified task that is an acceptable trade-off.

2.5.1 Methodology overview

Early research [41] proved that fine-tuning of language models was indeed possible. This
is now known as full fine-tuning, in which all model parameters are updated using task
specific data. This had several challenges.

e Firstly, it was very computationally intensive [41] as all parameters had to be up-
dated. For us, that would involve computing the entire training process over all 8
billion parameters in our model.

e It also came with risk of catastrophic forgetting [42], in which basic general knowl-
edge or even sentence structure understanding could be lost during the fine-tuning
process.

Following full fine-tuning, research was done on parameter-efficient fine-tuning [43], aim-
ing to achieve similar results without having to retrain all parameters. This worked by
inserting small trainable layers, called adapter layers, in between frozen (not updated)
transformer layers. This yielded good performance, with significantly less computational

9Note this does not mean stochastic gradient descent. The AdamW optimiser is an alternative, not
an add-on to SGD. The similarity stems from a core idea of SGD, computing the gradient over a small
batch of training data, which is used in both methods.
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cost in time and resources. Parameters in the adapter layers made up only 3-5% as many
parameters in the full model, but there was still motivation to reduce this further.

2.5.2 Low-Rank Adaptation

Low-Rank Adaptation [44] (LoRA) fine-tuning is a parameter-efficient fine-tuning method,
which significantly reduces memory and computation requirements, without losing signif-
icant performance over other methods.

The key concept is that updates to weight matrices during fine-tuning processes tend to
be low rank - the changes to the matrices lie in a lower-dimensional space than the weight
matrices themselves [44]. So rather than update the entire matrix (which is an expensive
operation), the updates can be well-approximated using lower-rank transformations.

Given a pre-trained weight matrix W,eirqined € R¥>* LoRA updates it by
W = Wyretrainea + AW,
LoRA transforms the AW update to be two individual matrices A and B, such that
AW = AB,

where A € R and B € R™* with the rank r < min(d, k). So in the fine-tuning
process,
W = Wpretrained + AW = Wpretrained + AB.

The original matrix Wyretrained is frozen and unchanged by the fine-tuning process. The
A, B matrices are learnt via backpropagation over the fine-tuning training data. An ap-
propriate choice of r will significantly reduce the number of trainable parameters, reducing
memory usage and improving training speed.

The LoRA process can be applied to any weight matrices in the model - typically, it will
be applied to the attention layers (particularly queries and values)[44].

QLoRA

During the investigation, we are motivated to increase the token vocabulary in order
to handle each of the SKUs as its own token. By doing this, the size of the model is
increased such that it no longer fits in the CUDA memory of a single Nvidia A100 GPU.
To reduce the size of the model, we use Quantised Low-Rank Adaptation (QLoRA) [45]
to quantise matrices of floating point numbers in the LoRA fine-tuning architecture down
to 4 bits. The QLoRA authors find this results in minimal performance losses for their
application.

3 Investigation

The aim of our fine-tuning investigation is two-fold.

1. Feasibility - can LLMs predict what product someone’s going to purchase next?
We’ll answer this by comparing to rudimentary recommendation models as well as
models currently used in industry.
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2. Evidence of learning - do LLMs learn the underlying relationships powering cus-
tomer decision making? We’ll answer this by looking for evidence of relationships
we found ourselves, in several aspects. For example, if we find a product bought
predominantly in winter months, does the model predict it predominantly over win-
ter months? If a model proves to have learned relationships that we have found in
earlier research, we can hypothesise that it will have learned relationships that we
did not manage to find - thus making the case for LLMs as recommendation models.

Our investigation will try to answer the first question by repeatedly iterating on the model
in order to create the best model possible. As we go, we will analyse the predictions made
by the model in order to answer the second question.
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